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Unit outline 

Objective: 

 

 

This unit aims to discuss different parallel programming approaches, perform 
performance analysis of parallel programs and discuss the best parallelization 
technique, considering the size of the problem and the computing infrastructure 
available to the programmer. 

 

Purpose: 

 

 

The discipline is intended to meet the growing demand for various work themes in 
the Graduate Program in Mechanical Sciences, in which high-performance computing 
is inserted. As examples of these themes, we can mention the flow of highly complex 
fluids, computational fluid mechanics, nonlinear solid mechanics, among others. 

 

Contents: 

 

 
1. Introduction: Evolution of computers. Sequential programming and parallel 
programming. Different processor architectures. Shared memory processors. 
Processors with non-shared memory. Graphics cards. Processing on graphics cards. 
Flym's Taxonomy; 2. Parallel computing performance measures: Efficiency and 
speedup. Amdahl's Law. Gustafson-Barsis law. Karp-Flatt metric. Isoefficiency metrics. 
3. Parallelization with shared memory: The shared memory model. Parallel 
programming using openmp: A first openmp code. Repeating structures in parallel. Race 
conditions. Critical sections. Examples of parallel programming codes with openmp. 4. 
Parallel programming with distributed memory: The distributed memory model. 
Message passing interface (MPI) principles. Message communication between 
processors. Distribution of data in memories. Data Access. Examples of parallel 
programming codes with MPI. 5. Processing on graphics cards: The Cuda and opencl 
programming models. Data transfer between CPU and GPU. Examples of parallel 
programming codes with Cuda. 
 

Assessment 

 

 
A final exam (50% of the grade); Exercise lists (50% of the grade). 
 

Obs: 
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